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PREFACE

Most of the work described here was done in the summer of 1965 as part
of our continuing research in the general area of machine problem solving.
In the fall of 1965, a (limited distribution) report covering this work
was issued at RCA Laboratories and at the Mental Health Research Institute
of the University of Michigan. Plans to revise this report and to combine
it with subsequent results of our work on representations in question-
answering systems have delayed its wider distribution. However, since the
work described in the report is relevant to much current research on
granhic languages and question-answering, we have decided to extend its
availability to the technical community in its present form, and to issue

it as a technical report,

Saul Amarel
Princeton, N. J.
May 1968
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ABSTRACT

In this paper we discuss means of representing states of the world
which are easily described as pictures of triangles, circles, and squares
in horizontal, vertical, or enclosure relationships; our .tudy is oriented
to the comparative cvaluation of different representations for computer-

based question-answering systems.

Thr~e languages for representing such pictorial data are constructed.
The basic units of the first are pictures, of the second trees, and of the
third sentences, Each of the three languages is further modified to serve
for describing data, for specifying constructions, for posing queries, and
for stating answers. The interrelations among the various specialized uses
of these three languages are investigated. Queric¢s are best posed in an
English-like language, computzr search best proceeds on data represented as
trees, and answers can often be best presented in picture representations.
Results are in the form of a) context-frce generative grammars fo- the
different languages expressed as production rules, b) theorems showing
correspondences between, say, all query sentences and all pictorial answers,

and c¢) formula for the effort to search for answers, for optimal trees to
store data.
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I. INTRODUCTION

Since the potential of computers ﬁ;z won-arithmetic processes has
been recognized, the problems of pictorial and iinguistic data processing
have attracted increasing interest., One way to increasc the sophistication
of the computer art in this direction is tc present the computer witl Jata
in pictorial form and interrogate it in restricted English. To answer queries,
the machine should be able to search its internil memory for data respoasive
to the query. This involves capability of processing at least 3 different
languages: pictorial representation, reprecentation as sentences in English,
representation suitable for wpdating and searching the machine's memory.

A user may require the machine to construct, search, describe, or
interrogate a given body of data; he may state his requirement in'any one
of the three Janguages; he may have fed the data into thec machine in any one
of them; and he may vish the response in any one of them. It is, therefoere,
of interest to formally study the relationship between these three languages.
Can anything rcpresented in one language also be represcnted in the other
two? Can queries asked in one language be answered in another? What are the
relative merits of these different languages for various purposes?

These questions are of some interest in themselves, though the answers
are obviocus for the highly restricted domiain of discourse considered here.

The techniqucs of answering them can, however, be extended as the domain of

discourse is extended and as the languages arc enriched. Both the techrniques
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and the answers are uscful in investigating the infermalional equivalence

of two descriptions (e.g., 1f both lead to the same construction specifi-
cations), ;he rclevance of answers to querices, in assessing the choice of
differcnt means of representation available to the designer of an information
system.

7) (8)

Simiiar problems were studied by Kirsch[ > Simmons and Loude "7,

(9]

Sutherland to menticn a few. The idea of using our restricted domain

of discuursc wae ciceested hy S, Amarel (private communication) and mentioncd
{10]

by M. Minsky « The use of trees for storage and search has been studied
in wore detail bty S. Amnrcl[‘] and R. McNaughton as an applicaticn ¢f multi-
computer systems[G].

We have not studied questions of translating from these langnages into

(A
the predicate calculus, as being done, for example, by Bof;ert[zl, CooPLr‘;'

(5]

Darlington . Nor have we addressed ourselves to the important problem of

2

how to get a machine to select significant conjectur2s, to pose deep questions,
of condensing or surmarizing information[J]. We 11l touch upon this problem

in a forthcmirj parir on methods for translating query sentences into

computer secarch programe.




1I. A PICTORTAL lANGIAGE

By a language L we mean the set of all possible sentences generated

by a linguistic system S(L). A linguistic system consists of a quadruple

\

'r’ U) R)
in which: VT denotes the terminal vocabulary; which, for a pictorial language,
consists of geometric objects such as O, (:), AN A ; V" denotes the non-
terminal vocabulary, which, for a pictorial language, ccnsists of configu-
rations; U denotes a spccial element in VN corresponding to the unit of the
language, a complete graphic message or picture in a pictorfal language; R
denotes a set of production rules to be illustrated next for a pictorial
language.*

The first of these rules for rhe pictorial linguistic system asserts

that U consists of:

()

or: Rule }: l -

Rule 1| is understood as follows. A pjcture (correspcnding to "sentenc:’)

B e S T

consists of a double-line frame. Ingide the frame is a "configuration", a

rectangle with dotted lines. Unless othervise indicated, the figures with

1 dotted lines can be located anywhere inside the frame and have any sirze.

Rule | states that one figure ‘ ; can be replaced by or produced from ‘ ‘

'

- % The rules of replacement are formulated here in the reverse crder to that
E conventjonally used for phrase szructure languages; {.e. the replacements
here are "from specific to gencral' in contrast to replacements "frowm
general to specific" that are common in phrase structure graesmar f-rmu-
lations.
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The second rule specifies how configurations may be formed.

r===1 r3577 rZo0o 0 oI
s poa! I e ]! : |
BRI TN SEE R c ST HI S R N DY
B rowg ! ' | I !
Lo -l d lmee e J

Unless otherwise indicated, the figures in sclid lines can be located anywhere

and have any size provided their edges do not intersect any other edges. Rule
r""'] [ -5

¢ t
(2b), for example, states that any pair;:::{ can be replaced by ! .
H ]

| N ) b o =

Generally, the rules assert that whenever there is a figure having the form

that remains when the outer dotted line is removed, that figure can be

replaced by the corresponding outer square of dotted lines.

Rule 3 relates configurations to specific cbjects:

!
" ittt r-—=—-n2 r—=--1
(3a) b ! (3b) | ! (3c) ! '
0F 2ol AN
! |
- ! Ty
L_g__.J -—— - | R |
4 Rule (3c) asserts that a triangle of any sicc can be replaced by | !.
To verify that [IA A is a picture, we apply Rule (3c) to the left trianglc
and form: f--—l . We also apply (3c) again to the right triangle to get
. "r—._."r--\ Pl }
% altogether: | . | We now apply Rule (2a) to get; ;. We now apply

i Rule ! to get [::::] , and this terminates the verification that we have a

picture. We can repeat this procedure without removing the figures being

replaced, and numbering the order in which the rules vere applied.

Sorts 1 W

e "ﬁw”ﬂmg}fw-vmgﬂw,\»,m_.
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We take a more complex example.

5(3¢) 11 - 1(3b)
4(3b) ~{ L 2(3b)
L 3(2
f02ay L 3(2¢)
11 8(2a)
7(2c) )

9(2a)

v
11(2b) | : y»m 35)
. o 12(1)

_/

The “terminal vocabulary" Vp consists of all squares. circles and

equilateral triangies. The "non-terminal vecabularvy" V corsists of all

rectangles mide of dotted lines, all figures like 1, like So- 2,
o o
like , like L , like E:“:J and of all rectangles with

dcuble edges. The latter plays the rcles of a pict&re-designator U. The
rules R all consist of a figure of VN enclosing a figure cf «ither VN ox VI’

stating that the enclused figure can be replaced by the cuclcsing figure.

* This corresponds to the rclation expressed by "belew'™, used at the end
of this section.
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The accompanying figure 1s not a picture according to the above

rules. Note also that the picture [|O

O

[ could not be distinguished from either

‘ i:::l OOl or
]

a particular pictorial description language

-

. Rules 1-3 specify

=

LCD’ which excludes many figures we would

realistically like to call “pictures". By augmenting Vips Vyo and R of the
system S(ICD)’ we can enable LCD to better approximate reality. But this
is not our primary intent here. In the language LCD specified by the above

VT’ VN’ R there is no limit to the number of geometric objects which may be

in one picture.

By a construction language we mean the set of all possible imperative
"gentences" generated by i linguistic system. Each imperative "sentence" is

a command specifying a construction. In the case of a pictorial construction

language ICC’ ecach "sentence” is in - form corresponding to a "parsed" picture.
The rules RGC sve the same as RG;’ ekcept”ihat they réquire the interior of
a dotted-line square to replace the outer boundary rather than vice versa.
Only Rule 1 differs in that it uses a wavy line instead of a double line
boundary.

Each rule of RGC specifies a construction step. It consists of
graaing dotted lines in a surrounding rectangle, or replacing the wavy line

by a double line frame, or terminating when the objects of VT are reached.

Both VT-and VN are the same for LGC as they were for LGﬂ‘

TECE Y




As an example, suppcse we wish to represent an order to construct

(copy) the picture . The order would first be described in LGD’ as

follows: . The following figure A 13 the

corresponding "imperative sentence" of LGC' To check that this i{s a well~

4 . ‘—————1
; formed member of L. we proceed by: 1) applying the rule |{ "Vl to

GC L:_Jb_:J
r=y r

ral
get |7 1; 2) applying the rule IAJ to the pair to get AA )
- .

I
3) replacing the wavy line of the frame by tha double line. It is impcrtant
to keep in mind the distinction between rules legitimizing the form cf con-
struction orders and rules for executing such orders.

By a query language LQ we mean the set of all pcossible interrogative

TN R (e e

"gentences' generated by a system S(IQ) w (an, Vons UQ’ RQ). Each query

"gentence" states what is wanted and what is known. It always makes implicit

- L AR

reference to a corpus to be searched. The corpus is a subset of LCD not LGD
itself. Ina graphic query‘langdhge, the queries are again in a form

corresponding to pictures. Instead of the doublec-line frame which denoted

RO g SO s T

a picture .to be analyzed in ch or a wavy-line frame which denctel a picture

Pt | L orgf

to be copied in LGD we use a dot-dash-line frame to dznite a pictorial query.

i
3
H

Question-marks are in the place of objects in VT‘ Answers consist uf pirtures

in LCD with all question-marks replaced by cbjects in VI' The linguistic

system for ICQ is the same as that for L., except that: in Rule 1, the

double-line frame is replaced by a line like ..o ; the obj:ct 7 is

added to V.. The rules are unchanged. The following figure shiws the crder
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E ¢ ~
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of the steps and the rules needed to verify that it is a pictorial query.

I : . - —_—

sy T T T T T T T T |
5
B == ) ?--l‘,l—“f'/‘ )
l 1 ACS ~ L { ? ] '
!

2 (3¢) ——t—"FL__J L4 ,/4('")

- =
Here* (5) 1s: | ? ! and (l") is ¢y 3| , which is U,
e = ot R —a.d

By a processing or gearch or answer languag? LA’ we mean the set of

eall answecr-sentences generated by a system S(i ) A gictorial answer

sentence is a picture of LG in which the object replacing ? in a pictorial

query of LGQ is surrounded by a frame like The outer frame is
£

similarly replaced. Thus,

.1- Lie ) LBN Y

S(Lt‘.\) is the same as that for Srt ), except that gu C 3‘0 ,, and
9'01 i byl
are added to V. and 3 cortespondinb rules are added Lo'rule 3, and
ERAY T
Ty
111

rule 1 is replaced by (1''"). ”

To verify that 4 A

‘7’!) m
the order shown in the accompanying figure.

~is an answer-sentence of L('A’ proceed in

%
It is also pussible for both an object (e.g., &) and 7T to appear in a box,

ISl

€.g8ey ¢ 14/ .A ?2:t. « This is also a pictorial query. It asks for

verification of the figure. Both rules (3c) and (5) apply to the right

inner box. Except for the combination of 7 with objects, only one

rule can apply to a dotted-line box.

% is an answer-sentence. The system

PR




| :— ) -' r I‘A,v-
A : ;g;zn:i: < 3(2a)
1 Qo)— 1L _ abilbi I

) — ("ll)

To answer a pictorial query is to produce an answer-sentence in

r~= i E i:} eee ;
- 1
which L.? | 1is replaced by [:] or (:) or A E by first _

-t
GEIER
producing a construction sentence.
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We summarize the four aspects of our pictorial language system “i
below:
Terminal  Non-terminal Unit i
Vocabulary Vocabulary of the Rules of Formation {
v v Language g
T N ] R (for verifying membership in L) i
¥
- - - ) ] K
O :--,J - g
r—n"
(1) o o (500 g
]
Pictorial LYoo --
Description D oo (2a) C_ _J > : jt]
Language r===3 o r-n
patades @) -5 v
F=— - . ="
A t---) (2¢) [__J e |@) ) D
-—— rA r=q
© co 73+ @ @}-0O
- .9
A 2¢) (__J > A__ ESINEWAN
same as same as . r—--:
S(Lgg) above above " M
Pictorial 2a-2e, 3a-3c as above plus
Construction (4) check that all the dotted
Language lines produced by substi-
tution are alrcady there.
S(LGQ) ‘same 25 | same as a") :—"'l e
Pictorial #bove above 1 T B
&x:;zage Plus 'l_ ,_J 2a-2e, 3a-3c, 4 as above plus
! (5) ?
|\ .. ‘bove; (1"0) {ﬁ r°e==
s(L.) not - ' '
! @ O i@ leod
j Pictorial ?
Answer S 2a-2e, 3a-3c as sbove plus :
la _
wase [30] S -,-
0y vy -f
ST :
AN T {C:D}
v v
r--N QWW
(6c) o__s * %AE
L 4

t
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Consider the following 4 examples:

X7 e |
fo D ZCS . i;::i_gmtzz:ﬂ .

To verify that:

apply, in order, rules (3c), (3c), (2a), (1)
apply, in order, rules (4), (3c), (3¢c), (2a), (1'),
apply, in order, rules (45, (3c), (5), (2a), (")

apply, in order, rules (3c), (6¢c), (2a), (1"')

11
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Applicable Procedure

Executing Conastruction:

e.g., Given C, apply Ci, C2a, C3c,
C3c, to produce D, the unit

‘of LGD

III. ANSWERING QUESTIONS AND £XECUTING CONSTRUCTION
ORDERS GIVEN IN A PICTORIAL LANGUAGE

We now provide a totally different set of rules for:

Rules
0. B2 - L)
- - -—_:j
c2a. + {1 - rr R
(I S LL_‘.'! L4y
similarly for C2b-CZz¢; reverse
arrow of 2a-2e.
C3a r==- and similarly for

> :D: C3b, C3c and Céa,
t='1 céb, Céc.

Checking that result of con-
struction is as specified,

By a parsing tree we mean
a tree such as 1 for D above.

L
/ '\
3c

3¢

record the rules and order in
which they are used, deleting
rule (1).

(Ch2) Delete rules (1') and (4) from
parsing of constructicn state-
ment (e.g.,C).

(Ch3) Check that parsing of result =
parsing of construction state-

ment to within partial order.

(Ch 1) Parse result using (1)-(3c), i.c.

Answvering a query. =
e o query. [EI2 ]
Example: Given: '1'/2Y szlj

‘ll
| . A
Form /2.\ Given: A A
3c 5
|
Form | and search all such
2a trees.
3¢ 3c

This tree matches the above except
that 3c s in place of 5. Form
Céc which is

=1
-+ 1 {
| |
to-J

IS

r 71

(Q‘) m hd ' .

L. —.J

(Q2) Form parsing tree for query;
delcte rule (1").

(Q3) Search all parsing treces in &
corpus for pictures with (1)
d>leted, until one is found which
matches that of query except for
rule (5).

(Q4) Suppose rule 3x, x=a. b, ¢ holds
in place of rule (5). Foim rule
Cox .

(Q5) Put C in front of all rules used
in query, with Cbx replacing
rule (5).

Cre e ———— . ——— — et 7 T o - S
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Apply Rules (Q6) PForm a construction statement
, from all the rules used in the
C3a, C3c, Céc e.g. applying Céec query by combining the dotted
yields —_ - lines on the left side of a rule
r- 1 with what they replace.
l .
L

(Q7) Execute the above construction

rules.
Form
" (Q8) +
Form y :
Zﬁﬁ ié%g Y
RARRALR

Note that all the ruleg of formation for the pictorial language we
have written are in the form of production rules. We have generalized from
the conventional notion of concatenation used in linguistics -- which means
placing two one-dimensional strings ﬁext to each other -- to where it can
also mecan adjoining two-dimensional arrays into horizontal, vertical,cr
enclosure adjacency relations. This casts our pictorial larguage clearly
into the class of context-free languages, with our extended interpretation
of conc#tenation. All the notions and results, including the problems of
strpctufal ambiguity, apply to our language. The following results all
derived from this.
fhgorem 3.1: To every pictur; in LGD corresponds at least one pictorial

construction statcment in LGC'

Proof: Given a figure like D, identify the elements in V. in {t. Surround

each by a square of dotted lines. Then apply the rules (Q6) which were ured

=
in forming a constructing statement plus the rule + ‘| ‘

i !
It is casily verified that the result is an element of LGC' Because there

13
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is, in gencral, a choice in which rules (Q6) can be applied, more than one con-

struction statement corresponds to a given picturq;w For example, if the picture
= —— = .
00 . ' . 4 ' N "o | Ir-‘l
is o , and we have rules: (C'2b): Lr R (C'2a) oty =+ BN

and (C'3a): (-);' + O , we get both

=9

on whether we apply the ruites (C'3a) 3 times, (C'2b), (C'2a) or (C'3a) 3 times,
(C'2a), (C'2b). 1If the given figure is not an element of Ggp» rules (C'2a)
and (C'2b) will not apply because rules 2a and 2b do not apply.

Theorem 3.2: To every pictorial construction statement in LGC corresponds

a4 unique picture in LGC'

Proof:  Given any element of LG'C, supply rules C1, C2a, C2e, b, C3b, C3c,

where applicable in that order. Apply Rules (Ch 1) (Ch 2) (Ch 3) to verify
that the result of the construction is as specified. Since applying Rule
Ch { involves parsing the result by the rules of S(LGD), this verifies that
the result of construction is in LGD' The order of applying rules C1-C3c is
specified. (\pplying these rules is tantamount to erasing the dotted lines,
from the outside in). Hence, the ;esulting,;licture is unique.
Theorem 3.3: To every picture D in LGD which contains n objects of V.I
correspond ~t least 2" queries in LGQ each having answer in LGA

corresponding to D.

Proof: Given a picture K, we form a query by: 1) parsing D according to

the rules of S(LGD) leaving in all dotted lines with what replaces them;

i 2) replacing byL _J. 3) replacing either one, two, three, cr 21l n,
1 .
: of the objects in D by 7. Step 3 can be done in (;‘) -+ (;) + ...+ (:) e 2"

ways. For each way, therc is at lcast one paising of P. To verify that the

result of this constructfon is in ch, apply the rules of S(LCQ)' Applying

14

. S et
TNy TR A e A -




.
L A R T L T L TR

steps (Q1)-(Q8) results in an element of Lea This is verified by applying

the rules of S(LGA)' To check tha; this is an answer, replace the outer {rame

according to E:] > 3 Eand delete {:} on the inside wherever it

occurs. The result is identical with D.

Theorem 3.4: Consider any query Q in LGQ with an associated corpus Corp (Q),

which {5 a finfte subset of LGD’ containing m victures. Suppose that a
fraction f of the m pictures correspond to answers for Q, each f the m
pictures having the same prohability of corresponding to an answer. If

f >0, it will take, on the average, £/2[m2 + 3 - £(2m2 + 3m) + £2m2 4 2]
search comparisons to find an answer. If f = 0, it will take m c-mpari-
éons to ascertain Lhat d has.the answer: ''Query specifications are not
met."

Proof: To answer Q, execute steps (Q1)-(Q8) to produce a pictorial answer.

To check that this is in LGA and is an answer proceed as in the prvcf »f Th, 3.
Because the corpus to be scarched in step (Q3) is finite, the pr>cedure

will terminate in a finite number of steps. If, in step (Q3), the parsing
tree of Q does not match any ttec.in the corpus, all m such trees will have
been checked to ascertain that the query specificaticrs are nit met. If therc

are fm pictures in the corpus whiclhi correspond to an answer, then the proba-

bility that the gth picture in some ordering of the m pictures cf the ccrpus

)

2 If we examine all the pictures of the corpus in crder,

{s an answer s

this is the probability of stopping at the ith

, &and the expected number of
pictures examined before the first match is L {+f. The sun gres from i=1 to
fem-fm + 1, because in the extreme case all the fm answers are in a row at

the end. The sun is £/2{(m-fm + 1)(=-fm 42)], which is t/Z{m2+h~l(2m2+jn)

+ fznz +2]).

15
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1f Q has & single question-mark, the corpus could contain at most 3

answers, corresponding to 0, O, or & in place of 7. If Q has k question

marks, the corpus could contain at most 3k answers. Let g(m) be the fraction

of "possible" answers which are in the corpus. Thus, fm = g(m)-3k. 1f, for

example, g(m) = i%; , then the expected nunber of searches increased with m

and k approximately as

2 2

mo+3m k2o +3m  k
2(Nm) 2emy?

1f Corp (Q) {s not finite, the answer-procedure may not terminate
in a finite number of steps, depending on the decidability of Q.

We conclude by illustrating a pictorial query which corresponds to
the question: "In a given set of pictures which are in a given corpus, is
it true that each circle which is to the left of a square is below a
triangle?"

Boxe.s marked by X can have any of the three objects of V.r inside.

— = -— = ! R B
r r '\—_‘ 'y R -0
'l":m: Pxqg g b b ar! :}::'l
l : "_.E‘.:_:‘._,.._L-.—_J_J ! | LL‘.:'i.__._h:_-;"..J | l
P~ T TR, | I~ F-Trm T TRy Y ‘
v A ' g T TP I
‘ | 'L:Ol |D: { | i t , O .LL—‘..: t , ,
‘o - L | bead b2t )
l it e o e e | _J
\— T T .T mfepslpnelioiuy
oS- oTT CoT T
N =t B ot B
' 1 ¢ b i i 'y U X t N ' 1 h
I S 1+ O ! P Ml by &
| BRI | (S T | i { R I R | l
e N e I R S AN S I
RN RS R
| SR ] | -~ - l__._-__
| e ikl B Tl e ittt B
U
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IV. A TREE LANGUAGE

The terminal vocabulary of the tree-language system which we will

\ N N
carry as our running illustration, contains: h h
’ ’ .,S ’ /S s /S “sh
/ De

(Sh is mnemonic for “Shape"). These labelcd trees correspend to O, O, and
O in the terminal vocabulary of the pictorial languige system. We use them
so that thg trec- language consists exclusively of trees, just as the pictorial
Janguage consisted cxclusively of diagrams. It would be just as well tJ use
O, O, O in place of thesc trees, as terminal nades. To motivate the vse of
these particular trecs, we read //§Q\\ as stating "each pclyg'n in configu-
ration x has more corners than any ptligon in configuratirn y." A dzt. as in

h
'//S denotes a specific object.

The non-terminal vocabulary cof S(LI) contains labtcled t{ecs like

\\ N\ /\ >\ /\ /\ /( /\,\ A o« We state next syme of the rules

for S(LT)

Rule T2: f\ - ><

This rule states that any tree with H, 1, V or Sh in place <f the

circle can be replaced by I

Rule T3a: /\\ }j/ 7\

The right-hand side of this rule designates a pair ¢f trees b-th
joined at the same nede above them, as . As hefr., O stands f.r

/
H, I, V or Sh. The left-band trce is any tree with H, V bul. nct Shir I,in

* To facilitate reading, we remind the reider that I indicites "encl sute |,
H "to the left/right of™, V "abova/below", Sh "Shape', T a varianle € r
H, I, V or Sh; e a variable for just H or V.

17




R

place of the dark circle. The rule states that the tree }b{can be
replaced by x Rule 12 also applies to this tree for whenever a rule

holds with \R on the right-hand side, it also holds for >\ .

7 N \ ,/
T3b) /\ » ;Q + k
T3c¢) K -+ ;( + }{
o K5+ R
T4a) \JK -> \Sh/
/\ N\
T4a actually stands for two rules, \S - \SQ and SK
N
T4b) 1\ \kh\
\ j \
T4c) /S{ +

/s}\

Figure 4.1 is a tree formed according to these rules, Fig. 4.2 is

not. To verify that Fig. 4.1 is in LT apply rule (T4a) four times to the

bottom of Fig. 4.1. Then, substituting white circles for the Sh and black
‘circles for the V, apply rule T3a to the right side of Fig. 4.1; substituting
white circles for the Sh and the black circles for I, apply rule (T3d) to

the left side of Fig. 4.1; with I and V in place of the two white circles

18
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on the right-hand side if rule T3a and H in place of the black circla on
its left, apply the rule to get \h . With H in place of the white circle,
apply rule T2.

As in the case of the pictorial languagé, the rules of formation for
the tree language, with a suitable extension of the idea of concatenation,
cast the grammar of the tree-language in the context-free.class. The
questions of recognizing well-formed formulas in the language are thus
special caseé of context-£free languageé in genefal. It is, however, of
interest to examine the tests for welleformedness in more detail, for more
specialized versions of the tree-language. We should also like to iook
at'tﬁe.cbnnecfions bétﬁeen'these specialized versions and their correspondents

in the pictorial language.

A. The Tree-language Specialized for Expressing Descriptions

We now add a distinguished element to the non-terminal vocabulary of
S(TLD). We call it D. We now introduce rule ID1: D = /ﬁV . Actually, D
will appear as D/I\ , and when rule TD!1 is applied, /;\ is erased and D remains.
This marks completion of the verification that the tree is a member c¢f LTD'
We will also call such trees D-trees. By a parsing of a D-tree we will mean
a diagram showing the rules used, and the order of their use. If we complete
Fig.41by adjoining D to the upper left part of the tree, the use of rules to

verify that Fig.4.1is in LTD can be described in Fig. 4.3. Rules appearing

‘on the same line in this tree arc applied simultaneously; the order is

immaterial; rules on upper levels are applied after rules on lower levels. s
We will call this a parsing tree.

Theorem 4.1: To each element of LCD‘ corresponds At least one element

of LTD'

19
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Proof: We will show that the rules of S(LGD) and S(L‘I‘D) are equivalerat

under appropriate identifications. Identify jk vith O, jh

Sh
g e
/ with 1__; Next, identify D w:u:n“ jg Next, identify

r 1, with / ){ and /( » where /I\ is such that only D or/bh

e ad

can hang on its left bottom branch. Identify: ";v' ) :with /H\ , and H/,
———en . '

c M L--.Jl--. \
| S —— .
also Fe= with /v\ and /v\ and [r] , , ‘ all with /1\ )

where ‘1 is again such that only /Sf\ can hang on its left bottom branch.

Rule (l) of L., which states IC:[ » f" : thus corresponds to
! D -+ \ or rule TD1. Rule (2a) of L stated:.r—-'—‘ » | --:r"'} . This
/ GD L v ,
. now becomes: (i) /I\ \, using the above identifications oi' —} with
: \I. -J
: I. There is nothing like 1. = n’ because we allowed only Sh to hang
/N /NN TN R
in the left bottom branch of I . Rule (2b) of L., stated: Tt
/\ GD ] 4T
Lee | S

This now becomes:

S~
(44) I -+ V . Rules (2c) - (2e) of L. all become:

/7\ /\ GD
~
i11) 1 » 1
(118) I+ 1 . |
We now use the identification of 'L ! with\/t{, specializing the
[ . ..‘

L--

latt to\Sh Rule (32) of L. which is 7 "1+ becom Sh + Sh
er SR - Co) D es j

This is half of rule T4a. The other half, SQ > S}{ is obtained by

identifying ; : with )( In a similar manner, we can identify rules

|

‘(3b) and (3c¢) of LGD with T4d-and T4c.

|

We now identifyr |with X once more and apply rules (3a), (3b),

tea /N .

g' (3c) of L cp 882in- We wish to show that /I\ + 31{ follows. But (3a), (3b),

Sh Sh

\ of L., would result in 1 = Sh ~ I »/'\ ust as

(3c) 'GD P\ 7\ / \ */ Sh\ ’/ \ /s J

if Sh were substituted for I . We write this substitutability condition
N\

as (iv) /I\ -+ /S}{. Now, (1), (ii), (iii), (iv), can all be put together

to state /I\ > }K » which is rule T2.

20
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It remains only to verify that rules T3(a-d) follow from the rules

of Lo . The symbols \o and /( are each identified with| __ 1, since they
A S S LY T
'

are special cases of Q , (f. With (C+0) we identify both,s2z3andr i1 1 .
) "\ lon =d L.JdL. o
for which we can substitute /V and H,respectively. Hence *}{ +}<and
ANVAN /
f’»){ +;(follow. This leaves only (T3b) and (I3d) to derive, and this
\
7/
follows directly from the definition of >\ and /1\ , namely, that only S(
can be attached to the left bottom branch. Hence all the rules cf S(LI_D)

follow from the rules of S(LGD). No rules are implied by S(I.-GD) which are

not in S_(LTD) .

A given picture in LGD can be obtained from the rules of S(LGD) in
at least one way. For example, ||O || can be obtained by applying rules

(3b), (3b),(3b),(2b),(2a) and (1) or by applying rules (3b)(3b)(3b)(2a)

(2b) and (1). This corresponds to the two D-trees: Figs. 4.4 and 4.5.

™1 1 1
1 /N 7\
, D H D v
T3a\ V/ \ N and “/ sh
/m{ /'1‘31\ N\ j\ / N\ & \
Sh Sh Sh Sh
T4a Tea Tea Tha ¢\ 4\ I\ I\
Fig. 4.3 Fig. 4.4 Fig. 4.5

This proves the theorcm.

B. The Tree-Language Spccialized for Expressing Constructions

The distinguished element of the non-terminal vocabulary of S“‘IC)
which corresponds to the unit of LTC is designated by C. Otherwise, the
‘terminal and non-terminal vocabulary is as it was for S(L,m). All rules
are unchangéd except TD1 vhich goes tec TCl: C "/1\ . A construction-tree
thus looks exactly like a D-trec, except that D is replaced by C.

21
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We must add one more rule, however. In verifying that a given tree
belonged to LTD’ we replaced the tree on the right-hand side of a rule by
the left-hand side of the rule, and completed verification when the process
ended with symbol D. Now we will not replace the right-hand side of a rule
by the left-hand side, but simply check that the right-hand tree indicated
on the side of the rule is properly attached tc the tree on the left-hand

side of the rule, we call this rule TC5.

Theorem 4.2: The construction language LCC and LTC are in 1-1 correspondence.

Proof: Recall that an element of LGC is a picture with every confiéuration
enclosed in a rectangle of dotted lines, and a frame of wavy lines. It is

easy to see that TCl corresponds exactly to rule (1) of S(LGC) and TC5

exactly to rule (4) of S(LCC)' The cother rules of S(LCC) are the same as
those for S(IBD) and those of S(LTD) and S(LGD) have been established in the

preceding theorem.

It remains to show that to each tree in LTC corresponds a unique
element of ICC' The trec in LTc.specifies a particular sequence of rules
to be applied in a specified order, except for rules at the same level.

! These rules of S(LTC) correspoﬁd uniquely to rules of S(LCC)’ to be applied

in the same order. This generates exactly onc "parsed" diagram or elcment

of LGC'

TC5

C H TCl

v/ \s\
/S N\ { 38
N A NAY rl ua

Téa Téa

Fig. 4.6 Fig. 4.7 Fig. 4.8
22 Fig. 4.9
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For example, the tree in Fig. 4.6 results in the constru:tion specifi-

cation shown in Fig.4.7. The parsing trees of rules ar: showr in Figures 4.8

and + .9,

Iheorem 4.3: To any construction specification tree in LTC corresponds a

unique picture. in LGD'

Proof: This follows from thecrem 4.2 and theorem 3.2.
We first construct a pictorial construct’on statement and then

proceed to construct the picture with rules C1-C3c of Section III.

Cc. Ihe Treg-langnage Spgcialized by Posinp Queries

In parallel to the study of previous subsystems we add to VN the

distinguished element designed by Q, and to VT the element ?. The rules cf
S(LTQ) are the same as those o: S(LTC), 2xcept tha: rule TCY is replaced by:
Rule TQ!: Q -~ /%\. A typical query-trce is shown in Fig. 4.10.

I

/ \

Q v/i\

I //, \\? Sh
Sh/\H a
VAN

S ?

Z\

Sh

Fig. 4.10.

We nced only identify Q with r——. _—1 to be able te state the following
.

theorem:
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0 4.4: To each query-tree of LTQ corresponds a unique pictorial
query in ch.

The Q-tree shown in Fig. 4.10, for example corresponds to the

pictorial query in Fig. 4.11.

Fig. &.11

We now wish to extend LTQ in order to take advantage of the fact that
a tree. embodies many implications due to the ordering of certain relationships.
He> will introduce rules that allow us to form a query in which we replace a
path in a D-tree which has /‘\ as vertex by the path H' connecting the same
'

1
end-points. Similarly we introduce a corresponding rule for /V\ and/ \

Call these rules TQ6a, TQ6b and TQéc. Thus we can replace

a1 1
i % \
i v/D\h Qe.}“\ h ’ sh m\Sh
0 WAN VANVANRNEN ANPAN
AN 0 R N s
/n\/ i /) j\
~
s¥ h
AN )\sr. Fig. .13 Fig. 4.14
Fig. 4.12 /> 24
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Q \}V' Q//, \;i'
or by / \ or by / \'

Fig. 4.15. Fig. 4.16.

In words, these wculd ask: Ts there a circle to the left cf a square? 1Is
there a triangle to the left of a squarel Is there a triangle above a
circle? Is there a triangle inside a circle? If a Q-graph has questicn-
marks alo;g side a node name, the relationship indicated is to be verified
rather than filled in.

We shall call the augmented tree-query-language L‘TQ'
Unlike the answering-procedure used within a graphic language, we

do not scarch the corpus cf parsing trees but the corpus ¢f D-trecxs them-

selves. A search procedure somewhat analogeus to Q1-Q8 in Section III follows.

TQS1: Apply rules TQba, TQyb, TQ6c where applicable t> all D-trees in the

| corpus.

TQS2: Compare the transformed query tree with each D-tre2 in the given
corpus ignoring: 1) a failure tc match between nodes where ther= was
a 7 in the Q-trec 2) a iailure to m;(ch Q aid D. Thus, where Q:rrce
cf Fig. 4.10 miatches the D-tree of Fig. 4.12. Rule 1IQS) did n t
apply.
If the Q-tree were that of Fig. 4.13 instead of Fig. 4.10, rule 1IQS!

would have been applied, and Fig. 4.12 would have béen transf - rm=d

25
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into Fig. 4.17, among the many transformations that would

have been pussible. This transformation results in a match.
1
VRN
D

N
Sh Sh
AN /

Fig. 4.17

A

H 1Q83: Apply the rule C+ Q, i.e.,replace Q by C in all Q-trce. Also

replace each question mark in the Q-trce by either: 1) the subtrce
of the matching D-tree which makes the match complete (except for
D and C); this subtree will begin with /§§ and it will be markci
‘;Qf 2) the symbol ¥ (to indicate "Yes") is the question-mark was

next tc a nodc as in Fig. 4.13, and the node label was the same in

§ the Q-tree as in the matching D-trec; 3) the symbol N, (to indicate
"No") if in the above case, the node label next to ? in the Q-tree
is different from that in the matching D-tree. &) The symbol M if
there is no matching D-tree; also replace the vertex labei by the

; one in the matching but non-verifying D-tree.

TQS4: . Applying the above rule results in a C-trece, specifying a comstruction.

Execute the indicated counstructions. This results in an answer-tree.

D.  The Tree-language Specialized for Stating Answers

Two answer-trees are illustrated in Fig. 4.18. The procedure for
constructing an answer-tree from a C-treoe {s to simply replace C by A and

to copy the rest of the C-tree.
NAS g
* She 3
By identifying Sh* , /Sh\ h ' b Sh vith - O O
/\ T o

gyéésy respectively we can obtain & 1-1 correspondcence botucen answer-trees

.

el

1

\ta
3

Ty
of LTA and the pictorial answers of LGP we understand the sct of all possible

i 26
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Figure 4.18

trees of the type illustrated in Fig. 4.18b. There is no pictorial answcr
corresponding to Fig. 4.18a. The sublanguage L'.m introduced tree§ like that
of Fig. &£.18a and 4.18h. In the sensc that L‘TQ and L‘TA contain tre¢s
not in LTQ and LTA respectively, these are mcre powerful langungesf

We could try to extend the graphic languages ch. L(._A so that they
correspond more closely to L‘IQ and L‘IA’ as illustrated in Figs. 4.19 and

4.20. The pictorial query corresponding to ?13. 4.13 would be:

Fig. 4.19

The question-mark appearing in the outer box of dotted line indicates that
3

verification of the relatfonship indicated by that box is {n questirn.

27
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The pictorial answer corresponding to Fig 4.2) is shown ir Fig. 4.20. The

curly frame around the vertical configuration consisting of two circles

I

A/\H

n

//‘\
8

A
/‘sh s{
g /\ FAWA JK

Fig. 4.20 Fig. 4.21

indicates the answer to the questioned relation. If in Fig. 4.21, there
vere NV (to indicate "no, it is vertical") in place of YV (to indicate "yes,
it is vertical'), then Fig. 4.20 could still be an answer-tree, but to a
query which had, say, ? H instead of ? V at the corresponding node. But

LI | 1

there {s no way of representing the relations ', V' and I in the pictorial

languages. From this point of view, the tree-languages have greater power

of representing queries and answers than do the graphic languages.

Theorem 4.5: There exist query-tree, and answer-trees in a tree language
for which there are nc corresponding representations in the pictorial

languages, LCS and LCA'

Step TSQZ of the preceding section {s critical for taking advantage
of a tree-language. in the ficrst place, {t is well to note that in query-
angvering even in the pictorial languages, we compared treeg -- the parsing
trees made up of rules corresponding to pictures of LCD'
In step TSQ2, we ignore the Q and D as well ag question-marks in

comparing 8 given Q-tree with a corpus of D-trees. Hence ve will strip

2t




the trees of the :~rpus and of the query of its question-marks and cf

1

Q/I\ and I)/I\ at the top. If the query has no H', V' or I, we search

the corpus for a stripped D-tree matching the stripped Q-tree. If the

‘, or I', we extend the corpus by applying rules TQ6a, TQ6b,

query has.H’, v
TQ6c, and then search the extended corpus. In extending the corpus, we
apply only the one of the tree rules {ndicated by the Q-tree; we ~pply the
rule by ;dentifying first the pair of I}Q\-trees indicated in the Q-tree.

We then trace up from those terminal nodes of a candidate tree in the corpus,
simultaneously from both terminal points, and check whether the vertex of

the path is as prescribed in the Q-tree.

In comparing & stripped D-tree of the extended corpus with the
stripped Q-tree, we also begin simultaneously at all terminal points and
trace up the paths. We call a mismatch as scon as one of the vertices
other than one which had a question-mark next to it, and procecd to ancther
D-trec of the corpus. We do not examine trces to which rules TQ6 ware
applied, only the trees that result.

The D-trees and the trees corresponding to 'parsed pictures are in
1-1 correspondence. We have seen that many D-trees correspond to a yiven
picture. We will call these equivalent. If a given picture ccrresponds
to the answer to.a query, there will again be many queries which ccrrespond
with the same answer. We will ca'l these queries equivalent. We n w seck
a representative, a canonical member, of each of these tw> equivwalence
classes so that only one comparison between the canonical query and a

canonicai D-tree is needed. This will minimize the number of D-trees in

the corpus that have to be compared.

29




V. OPTIMAL TREES FOR STORAGE AND SEARCH
The criterion for choosing the canonical representative of an equiva-
lence class of trees in minimization of the expected number of elementary
node-del2tions necessary to transform a D-tree into the tree is specified by
H', V', or I' in a Q-treec. To define an elementary node-deletion, consider

an algorithm for applying rules TQ6. Supposz that the given Q-tree is
o N\

4 \T where T, and T, are two terminal nodes correspond.ng to, say,
T‘ 2 1 2

N\ 'd

with the same vertex and terminal nodes. To transform this path into
1.

Sh and d \‘Sh\\. Suppose that tue following is a path in & D-tree

T: \iz , we start with Ti or T2, whichever is lower in the D-tree. We trace
to the node on the next level up and delete it, proceeding in this way until
we are at the level of T2 or T1 whichever was higher in the D-tree. We now
*move up to the next-level node on both sides of the path, and check whether
the paths intersect. If not, we delete both nodes, move up to the next

level and repeat. If so, we check that this top-most vertex is H (as pre-
scribed in the Q-tree) and terminate the process. (If it is not H Qe substi-
tute what it is and place N next to it information the answer-trec, as
indicated before .)

To make clear what we mear Ly the level of a node in a tree, we

call the top-most node in the trec level 0. Thus, in Fig. 5.1, at level

0 we have H, at level 1, V and H, etc. Both T, and T, happen tn be at

1 2
level 8 in that example.
LI
Theorem 5.1: Consider a query tree of the form Q” ::X: ; where X'

7 >t
stands for H', V' or I' and T,, T, for Sh, sh' B sh_
J \/ sh / sh
/D / >

30




v ///’ \\\\‘H
H <N ’/’ N v

R / N,
- \v\ / \v

H’//, H /// N
7N s

T

Fig. 5.1

Let p(u,v,w) be the probability of T' being at level u, Tz being
at level v and the vertex at which the path up from T‘ intersects

the path from T2 being at level w. The expected number of elementary
t

node-deletions to transform a circuit in a D-tree into //’x\\ is

n .

\ \
+Z.- L )p(u,v,v»x-l))_‘p(u,v,w) +Lp(v,v,v-x-l)Lp(v,v,w)J
VvV ouzvi] w v ' w

d

L

x=1

g
v=irt]

Proof: Let Lz, L‘ denote the levels of T2 and T] and suppose L2 > Ll'

It will take L2 -L= -] deletions to get to the same level. It will take

another L'-L-l deletions to reach the top vertex of the path on the shorter

amm, ©,-L on the longer arm. Alrogether, this is 2L,-2L-2 deletions. 1If

L, < L', it will take 2L'-2L-2 deleticns. The probability cf L2-L-| being

2

x is a convolutinn,
d d
Lum]

Z P(L,=v, l=v-x-1)R(L, > L‘)-ZJ L P(Ly=V, LV-X- 1DB(Ly<V, Lyu).

L2,L] uw=0 v=ukl

Here d is the lowest level of the D-tree, called its depth. Simllarly the
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L

probability of Ly-L-1 being x is L L P(Lyu, leu-x-1)B(L=y, L, = v).

binsd o BRI e oM

2

S =

vel uevi) :
We can define q(u,v) 521‘ plu,v,w) = P(L =Y Lh = v). The total probability ;
of having x deletions is now

d

|

L é‘ p(u,v,v-x-l)q(u,v) +Z L p(u,v,v-x-l)q(u,v) +Z‘ p(v,v,v-x-l)q(v,v)
1

aym v vkl

- e TR G TRy e

The expected number of deletions is the sum of this expression over x from
1 to d.
QED.

If p(u,v,w) is a uniform distribution, the expected number of node
deletions will be proportional to d, the depth of D-trees. For distributions
with & smaller variance than the uniform, the expected number may grow less
slowly than d but never faster. Hence, minimizing d will minimize the upper
bound on the expected number of deletions. Thus, if there is a number of
equivalent D-treés that correspond to the same picture, use as a canonical
representative of this equivalence class of D-trees the one with smallest d.

_Té illustrate, the two D-érees shown in Figures 5.2 and 5.3 are

equivalent representations of the picture shown in Fig. 5.4.

n/l\ D/I\H
: /\ SN
; N, a NN
. B H sh H
{ /\ /\ /N I\ /\ VAR
» sh Sh Sh Sh Sh Sh Sh Sh shH
.‘: A WAVAVAVAVAWAWA AN N
r Fig. 5.2 I\ N\
; J\ / \\
P Sh //H\\
3 /N shosh
g 0C00000O0OC Fig. 5.3. /NN
% Fig. 5.4 é
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For the tree in 5.2, d=4, for the one in 5.3, d=8. Generally, d cannot be
less than logzn, where n s the number of objects or terminal nodes.

One of the shortcomings of a tree-queryi%anguage like L.TQ is that
it does not allow us to ask a question 1ike l( \g s -where 1 and 8 dencte
the first and gth circle in Fig. 5.4. To ask such queries we must intrcduce
naming which leads into the topic of name-languages to be treated in Secticn
6. Note that if we could ask this query, tranaforming the tree Fig. 5.2

Hl
into ./ \h would require 4 node-deletlons; transforming tree (5.3) into

1

it would require 6 node-deletions. Thus, 5.2 should be sed as the standard
representative of the picture of Fig. 5.4. A corpus of pictures to be
searched for answers to queries will henceforth be stored in terms of such
corresponding standard D-trees. Some of the details of how to store such
trees in a computer memory, how to index a corpus of such stored trees, the
programs for search — all aimed at efficiency — are given in Scient. Rpt. No. 3.

Trees and pictures are not at the same level. If a tree is used tr
describe the same data described by a picture, the tree corresponds to the
pirsed picture. A parsed tree corresponds to a parsing of a parsed picture.
We caa think of a tree-representation cf data as further remcved from an
1cenic representation of the data than is the picterial representation. The
English-like, symbolic language to be studied next is even furthcr removed
than the tree-language. The loss of iconic resemblance between the repre-

sentational symbols and their designata is compensated by increased power

of generalization, expressibility, and inference.
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VI. ENGLISH-LIKE IANGUAGES

e WAL T e e

A. An Engligh-Like language for Describing "Pictorjal" Data
« .
A description of Fig. 6.1 in English words might read as follows:

e e

"Pig. 6.1 is a picture which consists of a square, two circles, and a

O 'triangle in vertical alignment. The square is at the
o top, the triangle at the bottom." The basic complete
Z unit in this language, corresponding to a picture or
a D-tree, is a paragraph, such as the above. Corre-
Fig. 6.1. sponding to "configuration," such as {-g-‘: , or a

S — -

tree such as j(v>h’ is the sentence. This is a
unit of the non-terminal vocabul.afy. Spa\ces and selected English words
constitute the terminal vocabulary.
In what follows, we will confine our attention to paragraphs in
standard but English-like form. Elsewhere we shall provide rules for trans-

forming less constrained paragraphs, such as the one {1lustrated above, into

these standard forms. The standard

I
D/ \V — form paragraph will consist of a
VRN :
/V\ /V\ single sentence. We will denote this
s sh $h Sh
/ § VAV AN \ form by DPGSENT. (MNEMONIC: Descriptive
h :
\ /Sh\ pacagraph sentence). It is the unit U
Pig. 6.2 of the linguistic system S(LND); it is

the distinguished elcment of the non-
terminal vocabulary. Important other members of the non-termimal vocabulary

! are PICT, SPEC, NREL, SH, etc.

r * The description of Fig. 6.1 {n tree language {s shown in Fig. 6.2.
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All elements of the non-terminal vocabulary will here be written

in capitals; those of the terminal vocabuvlary in lower-case letters, except

for the proper names of individual objects which begin with a capital
letter and are underlined.

The rules of S(LND) are:

ND1: DPGSENT -+ NI 4+ PICT

The right-hand side of this rule specifies a concatenation of two
units, with a space between them, unit NI being to the left of unit PICT.
These units, in turn, are specified by similar rules. Such rules are applied
repeatedly until a string of words in the terminal vocabulary results.

ND15: NI + One, Tvo, Three ... (Mnemonic for NI: "Name" of
Individual)

> 1, 2, 3,

The commas in this and similar rules denote "or". The terms cn the
right-hand side are elements of the terminal vocabulary; any one of them
could be substituted for NI in ND15, and again in NDI1. The three dots in
ND15 are to suggest that any word_"li?e" tpe first three — i.e.,any English
word that begins with a capital letter and is underlined — can als~ be

substituted for NI.

ND2: P1CT + IS + SPEC ND8: . CLS + W + CL
ND3: SPEC » A + SP ND9: CL =+ IS + PROP
ND4: SP + PCT + CSOF ND10: PROP + SH + REL
ND5: CS OF + W + COF LR Y REL + AND + RELN
ND6 a) COF -+ CONS + OBJS, ND12: a) RELN + NREL 4 CONT

b) + AND + OBJS b) RELN > the last object.
ND7: OBJS + NI + CLS
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ND13: a) CONT -+ NI + REL ND22: AND + and
b). + NI + SC ND23: a) NREL - below, :
ND14: SC -+ ; + COF b) + to the right of ;
ND16: IS + is c) + to the left of
ND17: A + a, an d) +-enclosing
ND18: PCT -+ picture e) + above
ND16: W + which f) + inside
ND20: CONS -+ consists of:

ND21: a) SH - circular,
b) + gquare,

c) + triangular

In applying a rule like 23b, the phrase "to the right of" is treated

.

like a single word, as if the 3 spaces were not present. To describe Fig.
6.1, we have:
"Figure 6.1 is a picture which consists of: One which is square
and above Bwo; and lwo which is circular and above Three; ard

Three which is circular and above Four; and Four which is tri-

angular and below Three and the last object."

There are 41 words in this sentence (counting "consists of" and "the last

S T R

object" as single words and the semicolons as words) and these are identified
as follows:

Sentence words: Figure 6.1 is a picture which consists of

Corresponding non- NI IS A PCT W CONS etc.
terminal symbols:

e 2Ty

Corresponding Rule: NDI5 ND16 NDI7 ND18 ND19 ND20
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The language defined by these vocabularies and rules will lead to
some "sentences" which are unwanted; for example, nothing makes us discard
a sentence having in it the clause "above Iwo and below Iwo," though this
is evidently contradictory. It will not generate very ungrammatical sentences.
Many grasmatically better and equivalent statements are missed. We do,
however, claim:

Theorem 6.]}: The name-language LND is equivalent to LGD'

Proof: In identifying items in the terminal vocabulary of S(LGD) with
items on the terminal vocabulary of S(I.m) we must identify two levels of
names: proper names of individual object tokens and generic names of object-
types. (This is what we did not try to do in non-name languages.) Identify
: @ with & proper name like Figure 6.1 and with the word "picture" in the
form "Figure 6.1 is a picture which consists of:" Identify O with a proper
name as well as with “circular"; etc.

Given any picture in LGD’ we always begin by forming the phrase
“Name is a picture‘uh_ich consists of;", according to rules ND15, 16, 17,
18, 19, 20. Here Name stands for an arbi‘trary name ;ae asgigned to the
picture. We now assign different names to all the objects in the picture.
We then form a clause for each object, which always starts with "Name which
is (Shape) and *--." In- pla;e of shape we 1n.sr‘rt circular, triaugular or
square. We must form as many such clauses as we have different names. We
cowplete the clause — £ill in *** —-— by '"to the right of Name and to the
left of Name and above Name and below Name and inside Nam¢ and (the last
ob ject ..)" however many of these apply. We excluded mention of "enclo:zing

Name", for that information i{s picked up when the latter name appears at
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che head of a clause. Othervise, however, we do not try to eliminate
redundant information. This ptocgdure will: a) form a well-formed sentence
according to rules NDI - ND23; b) describe the given picture.

We can construct an equivalent picture from any sentence in LND by
making the appropriate identifications.

To say that LGD

form each "sentence" of the other language, not that there is a 1-1 corre-

and LND are equivalent i{s to say that we can trans-

spondence between the two languages. Indeed, to & given picture correspond
many sentences of IND and they are informationally equivalent to each other.
Conversely, to cach sentence of LND correspend a8 nunber of equivalent
pictures which differ in metric and other respects we have here ignored.

By the parsing tree associated with a sentence cf LNC wve mean the
Eree obtained as a result of applying various rules to the seatence. The
tree has at its nodes the vocabulary items and rule names. As an example
consider the parsing tree for the sentence stated at the beginning cf this

section — it is shown in Fig. 6.3.

B. The Fnglish-Like language for Specifving Constructi ns

We wish to construct a language «f {mperative scntences such that
executing the directives results in sentences of LND' We shall use the
vord "order" to designate the units of LNC' In constrocting S(LNC) it is
helpful to think of the pictures associated with the sentence of LND wvhich
{s generated cn cxccution of an order. In this picture each ¢hject, each
configuration and the picturc itself is assumed to be nimed. A typical
order is: "Namc | is an order specifying: configurati:n 1 encliosing

configutation 2 abeve configuration 3; configurativn 2 enclasing Name 2
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vhich is square and enclosing configurgtion 4; configuration 3 enclosing
configuration 5 to the left of configuration 6; configuration 4 enclosing
Rame 3 which is circular; configuration S enclosing Name 4 which is
circular and encloses configuration 7; configuration 6 enclosing Name S
which is triangular; configuration 7 enclosing Name 6 which is circulcr.”
We will specify rules of construction, like C1-C6c in Section III
which take the abcove statement inte « pictorial construction statement in

LCC' We must first develcp rules for forming statements like the above.

These are:
NC1 CPGSENY » NJ. + ORDER NC13 CONF -+ configuration
NC2 ORDER -+ IS + A + ORDSP NC1& N =1, 2, 3,
FC3 ORDSP  + ORD + SPING + SPEC NC15 ENC -+ enclosing
NC4 SPEC =+ VAR + ENCL NC16 SPING » specifying
NC5 VAR + CONF + NIM NCY? IS -+ {s
NC6 ENCL + ENC + PR NC18 A + &, an
NC7 a) PR + VAR + NREL + VAR + SC  NC19 W + which
b) + NI + CL NC20 PER -+ -
NC8 CL + W+ IS + REST NC21 SMICOL - ;

NC9  a) REST = SH+ SC Rules for Sh and NREL ar.

b) + SH + A + EN the samc as rules ND21, LD23;
c) = SH + PER NI as in NDI5.

NCI10 EN + ENC + VAR + SC

NC11 SC - SMICOL + SPFC

NC12 ORD * order




There is a last important rule which cannot be expressed in the furm

of a production. It is NC22: The numerals follcwing every occurrence c¢f

the word "configuration'" must be assigned so that each string of terminal

element between semicolons begins with "confi~uration i..." {a the order

i=1,23

.+ N. No nuneral larger thin n can appear &anywhere. Each

numeral except | must occur exactly twice.

Given a statement like the one illustrated above, we parsc it first:

that is, we form a labelled bracketing or, equivalently, a parsing tree,

which {s shown in Fig. 6.4.

The figure, for brevity, covered only the first two clauses of

the specification in the order. At each node of this tree should als) be

the name of rules used to ottain the non-terminal element at that ncde.

Thus, the top vode is thz left-hand side of rule NCi.

To construct a pictorial order, proceed as feollows, usirg the

parsing tree illustrated in Fig. 6.4.

CN1

CN3

vm -

Examine the top node. If it is CPGSENT (NCl1), drzw a wavy lins

frame.

Scan the tree from the top down to the first eccur:unce oL SPEC(NCS).
When located, draw a dotted line cquare inside the wavy line frame.
To determine the corder in which this <instructisn pr-ceeds, trace
from SPEC to the nearest NUM; {t should, in this step, be V.

Trace down the tree from SPEC to ENCL{NCE). Trace cne step down t .

r‘\rj

If Rule (XNC7a) applies, draw pzi-3¢r :;: i inside the
Lok
dotted line square just c(~mpleted depending cn vhether rule (ND23e)

= -

locate PR.

e d

or (¥D23c) applics.
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CN4 1f Rule (NC7b) applies at PR, trace down to REST. If Rule NCSa
applies at REST, draw O, O, or .8, inside the dotted-line
square just drawn, depending on whether (ND21a), ND21b) or (ND21c)

applies at Sh.

CN5 If Rule (NC9b) applies at REST, draw @ A P I A inside the

square just drawn depending on whether (ND21a, b, or c) applies at
Sh.

ol

CN6 I1f Rule (NC9c¢) applies at REST, the construction is completed.

Theorem 6.2: To each construction order in LNC correspends a unique
pictorial construction specification in LGC'
Proof: Every element of LNC has a parsing tree with nocdes labeled CPGSENT,
SPEC, ENCL, REST, SH by rules of S(LNC)' Hence the algorithm CN1-CN6 applies
terach statement of LNC' There is only one way of traciﬁg down the parsing
tree, so that the nodes specified in CN1-CN6 are rcached in a unique order
if we parse the sentence of LNC in a particular way (e.g., from left to
right).
We must show that the result of applying steps CN1-CN6 is always
an element of L c To show this note that steps CN1 and CN2 together

, G
produce , which is the results of applying both rules (1') and (4)

of S(LCC)' Rule CN3 éorfeSpéud te rules (2&); (2b) plus rule (4) of S(LGC).
Rule CN4 corresponds to rules (3a),{3b),(3c) plus ruls 4. Rule CN5 ccrre-
sponds to rules (2c¢),(2d),(2e) plus rule (4). Rule 6 insures that the
conversion process from LNC to LGC terminates. Figure 6.5 illustrates the
pictorial construction specified by the statement examplified here. The

numbers attached to the dotted-line squares indicate the order in which

they were drawn. Names can be omitted.
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Theorem 6.3: To each order in LNC corresponds a descriptive statement
in LND

Proof: Construct a pictorial construction specification, the possibility

of which is guaranteed by theorem 6.2. Then execute it, according to

rules C1-Cbe, to form a picture in LGD' Then proceed to describe that as

outlined in the proof of theorém 6.1. The result is a statement in LND

ae proved in theorem 6.1.

Theorem 6.4: To each order in LNC corresponds a construction tree in L

ml
Proof: Theorem 6.2 in Section VI, asserts that LGC and TTC are in one-one

correspondence. Hence, by the above theorem 6.2, the result follows. To

" {llustrate, Fig. 6.6 shows the tree corresponding to Fig. 6.5. From this

we can immediately get the corresponding D-tree.

! C/I\V
| /\H .
| —° \ o’ \/\Sh / O~
A 0/ \ sh o
7\
Fig. 6.6
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C. The Ngme Language Specialized for Posing Queries
and Stating Angwers

The "simplest" queries involve verification of a specified
statement. This is similar to a query about the téuth or falgity of a
proposition. Thus, we can obtain query sentences from orders simply by
replacing the beginning of an order, "Name_| is an order specifying: ..."
by "is it true that Name_1 consists of: ...". The remainder cf the order
is 'unchanged.

Actual queries will never specify the entire context such as all
the seven clauses in the example of Section 6.2. That is why the entire
paragraph-sentence has a name, Name 1. Special parts of a clause may be
designated for verification. A typical query might be: "In Name 1 is it
‘true that: Name 6 is to the left of Name 5." With a slight variation of
the beginning we can get: "In Name 1 find ? such that: Name 6 is tn the
left of 2.

Similarly, the answer to such a query need not produce umwanted
(e.g., irrelevant tn the query) statements of Name I It could be a simple
"Yes, in Nawe ] it is true that: Name 6 is tc the left of Name 5%, ~r “Iﬁ
Name 1, Name 5 is such that Name 6 is to the left of it™.

In this section we try merely to relate LNQ and LNA to the corre-
sbonding sublanguages.in.LT énd LG' We will ;lsewhere develop a more
general query language together with algorithms to translate linguistic
queries of a deeper sort directly into efficient tree-searching programs.

Consider, first, rules for a system S'(INQ), which are:

NQl:"  QPGSENT > QPRE + SPEC.
NIQZ: QPRE - QTR + NI + CONS

N]Q3: QTR + is it true that

45
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The remaining rules are ones introduced earlier, namely
ND20: CONS + consists of;
ND15 for NI, NC4-22 for SPEC.

We can construct a pictorial query from a pafsed query sentence in
this language by proceeding as in CNI-CNG, plus inserting ? into each (O,
O, and &, and instead cf drawing a wavy-line frame as stated in CNI we
draw a cgrly-line frame. This proves:
Theorem 6.5: To every query constructed according to S'(INQ) corresponds

a8 pictorial answer in LGA'

This answer will be a frame with curly-lines with a curly-line frame
around each object.

By an answer in the system s\(LNA) we mean a sentence of the form:
"It is true that Name ) consists of: ..".
NATL: APGSENT -+ APRE + SPEC

N‘AZ: APRE + ATR + NI + CONS

N,A3: ATR » It is true that
The remaining rules are as in SI(LNQ)' To construct a pictorial
answer from any such answer-sentence, draw a curly-line frame around each
O, Oand & . By parsing a pictorial answer, then removing the curly-line
frames and applying rules NIAI, N‘AZ, in reverse, we can construct an

answer-sentence in lNA’ Thus we have:

Theorem 6.7: For every query constructed according to St(lNG)’ there 1is

an appropriate answer constructed according to SI(INA)'
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System sI(LNQ) is limited. The rules of sz(lNQ) are:
N,Ql:  QSENI = QINTR + QSPEC
N2Q2: QINIR + IN + NI + QTR2
N2Q3: iN + in
N2Q6: QIR2 + {g it true that:
NZQS: QAPEC + NI + SMPR + N1
N)Q6:  SMPR » IS + SM + NREL

N2Q7: SM + gomewhere

The rules of NI, IS, NREL are as stated before. The sentence "'In

Name 1 is it true that: Name.2 is somewhere to the right of Name.3" is a

typical product of these rules. We have not tried to enrich this query
language by even allowing questions about shape; we wish merely to relate
this query language to the language ﬁ;Q developed in Section IV. To do this,
we replace the trees beginning with Sh , as the terminal nodes of a Q-tree,

by proper names.

Theorem 6.8: To each query-sentence formed according to SZ(LNQ) ccrre-

sponds & query-tree in LGP‘

Proof: Suppose that the parsing tree of a sentence in LNQ is given. At
\ \,
node QSEN’I‘(N Q1), form Q/ \ - At node SMPR(N2Q6) attach >l\ , /\

to the Q-graph, depending on which of the rules of ND23 are applieu at node
NREL. Attach the names specified at node QSPBC(NZQS) in proper ouder to
complete the Q-tree. We will also attach the name of the figure to be
search next to Q on the Q-tree, when we reach node QINIR after applying
rule H2Q2 in the parsing tree. The result is a tree with the two mentioned
modifications, and thus as a tree of the extended tree-query language LTQ

defined previously (Section IV).

&
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Theorem 6.9: To each Query sentence formed according to SZ(INQ) there

is a pictorial answer in LCP'

Proof: First form the Q-tree in LTQ according to the preceding theorem.
Next, proceas the G-tree according to the algorithm of Section IV, search
the corpus specified by the name next to Q. 1In the present extension of

our various means of vepresentation, we suppose that each corpus that can be

searched separately is given a name, and that name is recorded with it.

" Similarly, all objects are named and names are recorded with them. In

testing for match, the recorded names must coincide with names specified
in the qhery. From the matching trees in the corpus, pictorial answers
may be formed by ﬁhe Procedure indicated TQS1-TQS4.

We can now construct an system SZ(LNA) analogously to s](INA)
and show:

Iheorem 6.10: For every query comustructed according to SZ(LNQ)’ there

is an appropriate answer constructed according to SZ(LNA)a

Proof: The rules of sz(LNA) are:
N:Al: - ASENT » AINTR 4+ ASPEC

N.A2: AINTR + IN + NI + ATR2
N, A3: ATR2 + it is true that:
all-other rules are as in SZ(LNQ).

We form a sentence of LNA according to these rules from a pictorial
answer by parsing the pictorial answer, removing the qurly-line_frames and
applying NzAi, N2A2, N2A3, etc., in reverse. Thus, given a query, we form
the corresponding Q-tree, process it to produce a pictorial answer, then

describe the latter as a sentence in INA'
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We conclude by introducing queries with question marks. Consider
the system 83(%)3
NSQI: QUERY + QNMFD + QVSPEC
N3Q2: QNMFD -+ IN + NI + FDST
N,Q3:  FIND > find ? such that:

N3Q4: QVSPEC -+ VI 4+ SMPR + VI
N3Q4: VI » NI, ?

All other rules, for SﬁPR, are as before. The main difference is
that we can use ? in place of proper names. We transform such queries intu
Q-trees modified in that names are attached to the terminal nodes and tc
the Q-node. We ther proceed as we did for SZ(LNQ) to produce picterial
answers. We construct answer-sentences from such pictorial answers
.according to fules of s3(LNA)'

N3Al: AVERY - ANMFD + AVSFPEC
N3A2: ANMFD -+ IN + NI + NMST
N.A3: NMST » COM + NIST

3
N3A4: NIST » NI.+ IS + ST
NjAS: ST » such that
N3A6: cH -,
N,3A7: AVSPEC -+ AI -+ SMPR + Al
N3A8: AL + NI, IT
N3A9: IT + {t.
The rules for NI, SMPR, IS, IN, etc.,are as befcre. In forming an
answe: in LNA’ these rules arc used in reverse. The rule AI - 1T is used

to ploce "it" where a question mark appear:zd in the query, and where the

'mme'which {s now introduced in rule N3A6 appeared in a matching picture.
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The sentence: "In Name.1, Name 5 is such that Name.2 is to the lefr of 1it"

is in LNA' It corresponds to the query "In Name.! find ? such that: Name.2
is to the left of ?",
Theorem 6.11: To every query constructed according to 33(LNQ)’ there is an

appropriate answer constructed according to 53(LNA)'

STPRE ™
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VII. CONCLUZING COMMENTS

We have shown how to construct descriptive, constructive, interrogative
and responsive languages in graphic, tree and English-like representations
for a very simple domain of discourse. We have shown how to connect these
verious suh-languages. We have seen that a tree representation has advantages
over the other two means of representation for automated storage and search
of the kind of data considered; that an English-like representation has
advantages for posing queries; that a graphic representation has advantages
for displaying answers.

We have not yet shown how far we can extend the English-like language
toward ordinary English to pose a greater variety of queries of the same
data; nor have we as vet shown how to translate directly from English-like
queries into efficient computer search programs. Some of vur work in this
area will be presented in a forthcoming paper. Also, we have not paid any
attention to the important problem of how to extend these ideas to more
complex, more varied, more realistic types of data, and how to automatically

form the language system as the data base expands. These questions are

currently under study.

[

51




10.

REFERENCES

Amarel, S., "On the Automatic Formation of a Program which Represents a

Theory,"” in Self-Organizing Systems-62, Ed. Yovits Jacobi and Goldstein,
Spartan Books, 1962, pp. 107-175.

Bohnert, H. G., "English-Like Systems of Mathematical Logic for Content
Retrieval,'" Automation and Sci. Communic., H. P. Lohn, Ed., ADI 26th
Annual Meeting, Oct. 1963, p. 155.

Climenson, W. D., Hardwick, N. H., and Jacobson, S. N., Intelligence
Syntax Analysis, RCA Report, December 31, 1962.

Cooper, W. S., "Fact-Retrieval and Deductive Question-Answering Information
Retrieval Systems," J. of ACM 11, 2, April 1964, pp. 117-137.

Darlington, T. L., "Translating Ordinary Language Into Symbolic Logic,"”
MAC-M-149, MIT, Cambridge, Mass., March 1964,

McNaughton, R., On Computations Executed by Multi-Computer Systems,
RCA Report, August 16, 1963.

Kirsch, R., "Computer Interpretation of English Text and Picture Patterns,”
IEEE Trans. EC-13, August 1964, No. 4, p. 363.

Simmons, R. and Londe, D., "Namer: A Pattern Recognition System for
Generating Sentences About Relations Between Line Drawings,'" Proc.
National ACM Conf., August 24-26, 1565, pp. 162-175,

Sutherland, I., "Sketchpad, A Man-Machine Graphical Communication System,"
Proc. SJCC 23, 1963, pp. 319-326.

Minsky, M., "Steps Toward Artificial Intelligence.," Proc. IRE, January
1961, p. 8.




UNCLASS {FIED
Security Classification

DOCUMENT CONTROL DATA - R&D

(Securnty classification of iile Sody ol abstrec! and indening EARsIsiien Suis! be entered when e sverell repen ie ¢ceeiited)

! ORICINATING ACTIVIYY (Comporsie auther) 30 REPOARY SECURITY C LABSIPICA TION

RCA Laboratories f2o enmoue

Princeton, New Jersey 08540 N/A

) NEPORY TITLE

ON THE REPRESENTATION OF LIMITED INFORMATION BY MEANS OF PICTURES, TREES,
AND ENGLISH-LIKE SENTENCES

& ODESCAPYIVE NOTES (Type of repert and inchueive dates)

e SRCANS \i'\r_J' IR NN . -
$ Ay
Kochen, Manfred
’-o-ltvoav oATL 79 YOTAL NO OF PaRES 786 MO OF ARPS
May 1968 60 10
e CONTRACY OR GRANTY NO S0 OMEINATOR'S AEPOAY NUMBENS)

AF 49(638)-1184

b PROLECTY NO ~ P o«
=
¢ LT 90 QOTHEA REPORT NOrS) (Any sthe { s b
. i a“ ) (Any ¢ mambere o moy be 84 igred
LT

d

t0 AVAILABILITY LIMITATION NOTICES

1. Thlsdocumenthasbeonapprovedforpubllc
release and sale; 1ts distribution is uniimited,

1] SUPPLIUMENTARY HOTES 12 SPONSOMNG WILITARY ACTIVITY

o — : Air Force Office of Scientific Research
e - v l Office of Aerospace Research
Arlington, Va, 22209

13 ASSTRACTY

In this paper we discuss means of representing states of the world
which are easily described as pictures of triangles, circles, and squares
in horizontal, vertical, or enclosure relationships; our study is oriented
to the comparative evaluation of different representations fcr computer-
based question-answering systems.

Three languages for representing such pictorial dats are constructed.
The basic units of the first are pictures, of the second trves, and of the
third sentcwes. Each of the three languages is further modified to serve
tor describing data, for specifring constructions, for posing gqueries, and
for stating answers. The interrelations among the various specialized uses
of these three languages arc investigated. Queries are best posed in an
“nglisn-like language, computer search bes’ proceeds on dataz represented as
trees, and answers car often be best presented in picture representations.
Results a-e in the form of a) context-freec generative gracmars for the
diiterent languages expressed as produciion rules, b) theorems showing
coriespondences between, say, all query sentences and all pictorial answers,
2ad c) formula for the effort to search for aasvers, for optimal trees to
store data,
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